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BEFORE THE PUBLIC UTILITIES COMMISSION OF THE STATE OF CALIFORNIA 
 
Order Instituting Rulemaking to Consider 
Smart Grid Technologies Pursuant to 
Federal Legislation and on the 
Commission's own Motion to Actively 
Guide Policy in California's Development of 
a Smart Grid System. 
 

 
 

Rulemaking 08-12-009 
(Filed December 18, 2008) 

Phase III Energy Data Center 

 
 
ADMINISTRATIVE LAW JUDGE’S RULING ADDING TECHNICAL MEMOS TO 

THE RECORD, AND INVITING COMMENTS AND REPLIES; REVISING 
SCHEDULE FOR FILING USE CASES, COMMENTS AND REPLIES 

 
1. Summary 

This ruling adds two technical memos to the record of this proceeding and 

invites comments and replies on the matters addressed.   

In addition, this ruling revises the schedule for the working group report 

and comment cycle established in Administrative Law Judge Ruling of  

February 27, 2013 in this proceeding.1  The new schedule is as follows:   

                                              
1  Administrative Law Judge’s Ruling Setting Schedule to Establish “Data Use Cases,” 
Timelines for Provision of Data, and Model Non-Disclosure Agreements (ALJ Ruling). 
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Schedule Date 

Report on results of collaborative work 
groups, including use cases, filed and 
served 

June 10, 2013 

Opening comments June 20, 2013 

Reply Comments June 27, 2013 

Proposed Decision anticipated August 2013 

Commission Decision anticipated September 2013 

2. Technical Memos Prepared by Electronic Frontier 
Foundation 

In conjunction with collaborative efforts to develop “data use cases” to 

ensure the timely provision of energy data to requestors of data interested in 

topics of policy interest to California ratepayers, utilities, and policy makers, the 

Electronic Frontier Foundation provided two memos to the service list in this 

phase of this proceeding on April 1, 2013.  

The first memo is titled “Legal Considerations for Smart Grid Energy Data 

Sharing” and is Attachment A to this document.  This memo states that it “covers 

legal background relevant to this proceeding, providing a brief explanation of 

important laws that apply to energy usage data sharing, as well as a brief 

background of the legal landscape covered in the proceeding to date.” 

The second memo is titled “Technical Issues with Anonymization & 

Aggregation of Detailed Energy Usage Data as Methods for Protecting Customer 

Privacy” and is Attachment B to this document.  The memo states that it 

“addresses the technical issues surrounding aggregation and anonymization of 

customer data.”  The memorandum contains, as Appendix A, a paper titled 

Privacy Technology Options for Protecting and Processing Utility Readings. 
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In order to promote the development of the record in this proceeding, this 

ruling moves both items, which are attached, into the record of this proceeding.  

Furthermore, this ruling invites parties to respond to these memos through 

comments and replies. 

Concerning the second memo, there appears to be an inherent tension 

between the technical memo, which focuses on the failings of techniques for 

protecting the privacy of data, and Appendix A, which proposes “Robust 

Privacy Technology Options.”  In particular, this ruling invites comments on the 

“Laplacian mechanism” and “the Subsample and Aggregate mechanism” for 

incorporating “noise” from a specific noise distribution.  How robust are these 

techniques for protecting the privacy of a particular statistic?  Does the addition 

of “noise” dilute the power of subsequent statistical analyses of the data, or does 

the fact that the noise is generated by a known distribution enable adjustments 

that eliminate bias?  What effect, if any, does the addition of noise have on the 

variance of statistical estimators?  Is software to add “noise” readily available 

and commonly used?  How costly is this software?  In what settings should these 

mechanisms be used and where are they not needed?  

In addition, this ruling invites comments on other techniques for 

protecting the privacy of data, including but not limited to, those discussed in 

the Appendix A to Attachment B. 

Comments and reply comments addressing these two memorandums 

should be provided in a separate section of the comments and reply comments to 

the working group report, which was established in an ALJ Ruling on  

February 27, 2013.  The next section of this ruling revises the due dates for these 

comments and reply comments 
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3. Schedule Revisions 

The ALJ Ruling issued on February 27, 2013 set a due date of May 15, 2013 

for a working group report that summarizes the results of the collaborative 

working groups.  That Ruling also invited opening comments on June 5, 2013 

and reply comments on June 19, 2013. 

In late April, Pacific Gas and Electric (PG&E) suggested a two-month 

extension of this schedule.  This suggestion triggered a wide range of responses.  

The Administrative Law Judge (ALJ), via e-mail, asked that parties weigh in on 

the schedule by noon, May 3, 2013. 

San Diego Gas & Electric Company, Southern California Edison, The 

Utility Reform Network, the Division of Ratepayer Advocates, and Southern 

California Gas Company supported PG&E’s request for a two-month extension. 

PG&E made six arguments on behalf of its request in its e-mail of May 1, 

2013 to the service list. 

1. The interested parties have had several working group 
sessions, with excellent facilitation by Judge Hecht, and as 
a result have agreed that further small group working 
group meetings are necessary in order to provide more 
specific, precise recommendations on complex technical 
issues regarding how to define “personally identifiable 
information” and “anonymized” or “aggregated 
information.”  These small working group sessions have 
not yet taken place. 

2. Since the last working group sessions, several parties have 
submitted revised or new “use cases” for discussion by 
interested parties.  These new or revised “use cases” need 
time to be discussed by interested parties. 

3. Following the small working group sessions, a further 
working group session of all interested parties is scheduled 
for the last week in May. 
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4. Separate from the small working group sessions, the 
investor-owned utilities (IOUs) are jointly developing a 
proposed protocol for “processing” and “streamlining” the 
review and response to data access requests.  This joint 
IOU protocol still needs to be reviewed and discussed 
among all interested parties. 

5. In addition to the technical issues, use case discussions, 
and IOU protocols, the interested parties still need to 
discuss the “Model Non-Disclosure Agreement” attached 
to your ALJ Ruling and seek consensus on the text and use 
of that model agreement.  Also pursuant to the ALJ Ruling, 
the parties and IOUs also need to discuss the costs 
associated with processing and disclosing customer data, 
and who pays the costs. 

6. Following these discussions, the IOUs need to take into 
account the results of the discussions and the interested 
parties’ views, and then draft and circulate for comment a 
consensus working group report, as required by the ALJ 
Ruling.  PG&E expects that at least two rounds of 
consensus-building comments on the draft report may be 
required and possibly direct discussions among the parties 
to resolve any disputes regarding consensus language in 
the draft. 

MEA stated that it did not oppose the extension request.  

Distributed Energy Consumer Advocate (DECA), California Center for 

Sustainable Communities at UCLA, Energy Institute at Haas, SolarCity, and 

California Center for Sustainable Energy, Sunible and the Consumer Federation 

of California supported a much shorter extension instead.  DECA also 

constructively points out that the detailed work of the collaborative groups 

should decrease the time needed to prepare comments on the report. 

These arguments convince us that more time is needed, and this ruling 

revises the schedule to extend deadlines by approximately one month.   
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The one month extension should enable interested parties to work through 

May.  The ALJ Ruling of February 27, 2013 expected that the parties would work 

collaboratively and accomplish much, but the ALJ Ruling did not expect that 

parties would reach a consensus on all use cases and on a uniform process for 

providing data.  Parties should work to agree on as much as possible, but the 

working group report, now due on June 10, should, if no consensus is reached, 

simply report areas of agreement and disagreement.  The ALJ Ruling anticipated 

that the comment cycle will enable parties to correct any errors made in the 

working group report and to provide the information needed for the 

Commission to decide matters, particularly those situations where no consensus 

emerged.  

We therefore amend the schedule to allow more time for the work of the 

collaborative groups, to keep a comment cycle, and to produce a timely decision 

regarding open issues.  We adopt a revised schedule as follows:   

Schedule Date 

Report on results of collaborative work 
groups including use cases, filed and 
served 

June 10, 2013 

Opening Comments June 20, 2013 

Reply Comments June 27, 2013 
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Proposed Decision anticipated August 2013 

Commission Decision anticipated September 2013 

IT IS RULED that: 

1. The memo prepared by the Electronic Frontier Foundation titled “Legal 

Considerations for Smart Grid Energy Data Sharing,” which is Attachment A to 

this ruling, is incorporated into the record of this proceeding. 

2. The memo prepared by the Electronic Frontier Foundation titled 

“Technical Issues with Anonymization & Aggregation of Detailed Energy Usage 

Data as Methods for Protecting Customer Privacy,” which is Attachment B to 

this ruling, is incorporated into the record of this proceeding. 

3. Interested parties may address these memos and the questions posed in 

this ruling as part of their comments and replies pertaining to the working group 

report required by the February 27, 2013 Administrative Law Judge’s Ruling Setting 

Schedule to Establish “Data Use Cases,” Timelines for Provision of Data, and Model 

Non-Disclosure Agreements in this proceeding.  

4. The schedule set forth in the February 27, 2013 Administrative Law Judge 

Ruling is revised.  The working group report set forth in ruling paragraph 4 is 

now due on June 10, 2013.  The comments invited in ruling paragraph 6 are now 

due on June 20, 2013.  The reply comments invited in ruling paragraph 6 are now 

due on June 27, 2013.  

Dated May 13, 2013, at San Francisco, California. 

 
 
  /s/  TIMOTHY J. SULLIVAN 

  Timothy J. Sullivan 
Administrative Law Judge 
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BEFORE THE PUBLIC UTILITIES COMMISSION OF THE  

STATE OF CALIFORNIA  

Order Instituting Rulemaking to Consider  
Smart Grid Technologies Pursuant to Federal  
Legislation and on the Commission’s Own  Rulemaking 08-12-009  
Motion to Actively Guide Policy in California’s                                   (Filed December 18, 2008) 
Development of a Smart Grid System  Phase III Energy Data Center 

M E M O R A N D U M 

To: Participants of Working Group organized pursuant to Administrative Law Judge’s Ruling 
Setting Schedule To Establish “Data Use Cases,” Timelines For Provision Of Data, And Model 
Non-Disclosure Agreements, from Rulemaking Proceeding No. 08-12-009 

From: Electronic Frontier Foundation and the Samuelson Law, Technology & Public Policy 
Clinic at the University of California, Berkeley, School of Law 

Date: April 1, 2013 
Re: Legal Considerations for Smart Grid Energy Data Sharing 

INTRODUCTION 

This memorandum is one of two memoranda offered by the Electronic Frontier 

Foundation (EFF) and the Samuelson Law, Technology & Public Policy Clinic at the University 

of California, Berkeley, School of Law to aid in the parties’ discussions during the Working 

Group meetings outlined in Judge Sullivan’s February 27, 2013 ruling, titled Administrative Law 

Judge’s Ruling Setting Schedule to Establish “Data Use Cases,” Timelines for Provision of 

Data, and Model Non-Disclosure Agreements (“Ruling”).  

This memorandum covers legal background relevant to this proceeding, providing a brief 

explanation of important laws that apply to energy usage data sharing, as well as a brief 

background of the legal landscape covered in the proceeding to date. The other memorandum, 

titled Technical Issues with Anonymization & Aggregation of Detailed Energy Usage Data as 

Methods for Protecting Customer Privacy, offers some technical background on aggregation and 
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anonymization models for protecting privacy. 

The proceeding thus far has established both basic principles and a targeted legal 

framework—in the form of the Rules Regarding Privacy and Security Protections for Energy 

Usage Data (“Privacy Rules”),1 adopted by the California Public Utilities Commission 

(“Commission”) in D. 11-07-056 (“2011 Decision”)2 and set forth in Attachment D to that 

Decision—for managing customer data collected by smart meters. In 2012 the Privacy Rules 

were extended to customers of gas corporations, community choice aggregators, as well as 

residential and small commercial customers of electric service providers.3 It now presents an 

opportunity to apply this framework in establishing effective, secure protocols for more 

streamlined access to the rich and highly sensitive information captured by smart meters.  

Following the Ruling, the Working Group is expected to discuss definitions of 

“aggregate” and “anonymous” data, as well as standards for achieving optimal aggregation or 

anonymization and reasonable protocols for sharing those categories of data. In order to fulfill 

these goals, Working Group participants must have the legal landscape on which we are 

operating firmly in hand. Further, understanding the legal contours of smart grid data sharing 

will enable more productive discussions of the validity and/or scope of the proposed “use cases” 

set out in the Ruling.   

 

DISCUSSION 

During this proceeding, the Commission has established that smart grid data can reveal a 

great deal of private information about life inside a premises, including: how many inhabitants 

are home or away at a given time; when those inhabitants go to bed, wake up, take showers, or 

cook dinner; and what devices inhabitants use, including personal medical devices.4  Known 

privacy and security risks include, among others:  

1 Rules Regarding Privacy and Security Protections for Energy Usage Data, in Attachment D, Decision Adopting 
Rules to Protect The Privacy And Security of the Electricity Usage Data of the Customers of Pacific Gas & Electric 
Company, Southern California Edison Company, And San Diego Gas & Electric Company, Rulemaking 08-12-009 
(July 29, 2011) [“Privacy Rules”]. 
2 Decision Adopting Rules to Protect The Privacy And Security of the Electricity Usage Data of the Customers of 
Pacific Gas & Electric Company, Southern California Edison Company, And San Diego Gas & Electric Company, 
Rulemaking 08-12-009 (July 29, 2011) [“2011 Decision”]. 

D. 12-08-045 (August 23, 2012).
4 See Statement from Martin Pollock of Siemens Energy, in Gerard Wynn, Privacy Concerns Challenge Smart Grid 
Rollout, REUTERS, June 25, 2010, available at: http://uk.reuters.com/article/idUKTRE65O1RQ20100625. See also 
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• Data breach (hacking) or data leaks (inadvertent disclosure to the public); 
• Re-identification of aggregated and/or anonymized data to reveal personally-

identifying information; and 
• “Mission creep,” the potential future expansion of access to energy usage data to 

include additional users or uses of the data beyond what was initially 
contemplated (e.g., for law enforcement). 

This proceeding has also already established the applicability of a variety of laws 

intended to protect Californians’ data privacy interests. Many of these laws are already discussed 

in the 2011 Decision and are reflected in the Privacy Rules. In the Privacy Rules phase of the 

proceeding and in his presentation at the January 15th Workshop, Chris Warner of Pacific Gas & 

Electric provided a list of the laws and regulations relevant to the collection, maintenance, use, 

and disclosure of smart grid data.5  Additionally, in its Opening Comment on the Proposed 

Energy Data Center (“EDC”), EFF raised questions regarding the applicability of existing state 

law, including the Information Practices Act of 1977 (“IPA”),6  to EDC proposals. Parties 

participating in the January 15th and 16th Workshops identified as the IPA as a relevant topic for 

further review.7  

To aid this phase of the proceeding, this memorandum further discusses some of these 

laws as applied to the disclosure of customer energy usage data. Specifically, it briefly reviews 

the California Constitution, the Fair Information Practices Principles (“FIPPs”), and Public 

Utilities Code Section 8380 (commonly referred to as “SB 1476”) as important foundations for 

the Privacy Rules. It then provides further review of the IPA and its applicability to agency 

sharing of energy usage data. Finally, the memorandum reviews for the Working Groups the key 

provisions of the Privacy Rules themselves, which implement SB 1476, other relevant law, and 

the FIPPs for smart meter data. With a foundational understanding of these laws, the Working 

Groups will be better equipped to devise solutions for smart grid data sharing that comply with 

these existing laws. 

Mikhail A. Lisovich, Deirdre K. Mulligan & Stephen B. Wicker, Inferring Personal Information from Demand-
Response Systems, IEEE SECURITY & PRIVACY (Jan.–Feb. 2010). 
5 Appendix A: List of Current Statutes, Regulations, Decisions and Protocols Related to Customer Privacy 
Applicable to California Energy Utilities, Attachment B from Ruling D. 11-07-056; Slide presentation by 
Christopher J. Warner, Existing Energy Data Sharing Protocols: A Potential Consensus Approach, CPUC 
Workshop (Jan. 15, 2013), available at ftp://ftp.cpuc.ca.gov/13011516_EgyDataWorkshop/. 
6 Opening Comments of the Electronic Frontier Foundation, at 10–11 (Dec. 17, 2012) [hereinafter EFF Opening 
Comment]. 
7 Slide presentation by Christopher J. Warner, Existing Energy Data Sharing Protocols: A Potential Consensus 
Approach, CPUC Workshop (Jan. 15, 2013), available at ftp://ftp.cpuc.ca.gov/13011516_EgyDataWorkshop/. 
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Before commencing the Working Groups, participants should understand that these laws 

require us to propose definitions and implement “use case” solutions that are dynamic and 

adaptable. This is because the legal landscape governing data sharing varies—and can change 

dramatically—depending on a number of factors: (1) the identity of the data custodian; (2) the 

identity of the data requester; (3) the purpose of the data disclosure; and (4) the level of 

granularity of the data requested. The proposed use cases represent different permutations of 

these variables, so the law necessarily treats them differently.  Understanding the legal 

obligations that attach to each data-sharing scenario will enable more accurate evaluation and 

more effective problem-solving. 

 

A. California Law 

1. The California Constitution 

Article I, Section 1 of the California Constitution recognizes each individual’s right to 

privacy.  There is general agreement among the judicial, scholarly, legislative, and regulatory 

communities that the data collected by smart meters reveals intimate details about the lives of 

California citizens.  As such, the California Constitution establishes a baseline obligation to 

protect energy usage data from harmful disclosure or use. 

The same interests that motivated California citizens to enact Section 1 by ballot 

amendment in 1972 still apply today: (1) the overbroad collection and retention of unnecessary 

personal information by government and business interests; and (2) the improper use of 

information properly obtained for a specific purpose, for example, the use of it for another 

purpose or the disclosure of it to some third party.8  

Representative of the high value the California public places on privacy, the California 

Constitution imposes an obligation to protect consumer privacy on all parties—including private 

parties—engaging in smart grid data sharing. As such, addressing privacy issues are necessarily 

central to this proceeding, and Working Group participants should bear in mind adequate 

protections against unauthorized use or disclosure of personal information when addressing 

definitions and use cases. 

/ 

 

8 White v. Davis, 13 Cal. 3d 757, 775 (1975). 
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2. Information Practices Act 

The IPA (California Civil Code section 1798 et seq.) governs the manner in which state 

agencies, as defined in the IPA, disclose personally identifiable data that they collect and 

maintain. The statute applies to state-wide agencies, including the Commission and the 

California Energy Commission (CEC).9 Should the Commission designate one of these agencies 

as a custodian of smart grid data, the IPA will apply to that agency’s disclosure of the data. 

The IPA protects energy usage data that “identifies or describes an individual”—in this 

context, an individual utility customer.10 The IPA offers a non-exhaustive list of example types 

of “personal information” that might be used to identify or describe an individual, including an 

individual’s “name, social security number, physical description, home address, home telephone 

number, education, financial matters, and medical or employment history.”11 At the January 

Workshop, Professor Ashwin Machanavajjhala asserted that additional types of information, 

such as sex, birthdate, and zip code, operate as “quasi-identifiers,” capable of re-identifying an 

individual when linked to other available data. The IPA’s open-ended list of identifiers would 

include that information as well. 

As a general rule, state agencies are not permitted to disclose any personal information 

“in a manner that would link the information disclosed to the individual to whom it pertains.”12 

However, a number of exceptions apply, subject to varying protocols and approval procedures 

depending on the data recipient. For example, Section 1798.24 authorizes disclosure of an 

individual’s personal data in the following pertinent scenarios, among others: 

• With the prior written voluntary consent of the individual, Cal. Civ. Code § 
1798.24(b); 

• To persons, or another state agency, such as the CEC, for whom the information 
is necessary to fulfill statutory duties, Cal. Civ. Code § 1798.24(e); 

• Where the CPUC is required by law to disclose the information to a local 
government (or federal government) entity,13 Cal. Civ. Code § 1798.24(f); 

• Disclosure to a researcher, if (1) he provides assurance that the information will 
be used solely for statistical research or reporting purposes, and (2) he does not 

9 Cal. Civ. Code § 1798.3. 
10 Cal. Civ. Code § 1798.3(a). 
11 The IPA also includes “statements made by, or attributed to, the individual” within its list of identifiers. Cal. Civ. 
Code § 1798.3(a).  
12 Cal. Civ. Code § 1798.24. 
13 We note that there are two separate exceptions relating to warrant and subpoena requirements. 
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receive the information in a form that will identify the individual, Cal. Civ. Code 
§ 1798.24(h); and  

• Disclosure to a researcher within the University of California system, provided 
that the request is approved by the Committee for the Protection of Human 
Subjects, Cal. Civ. Code § 1798.24(t). 

Of particular relevance to Working Group discussion is Section 1798.24(h), which 

specifically addresses disclosure for research purposes. This provision underscores the California 

legislature’s commitment to protecting the privacy of the individual(s) to whom the data pertains 

by explicitly limiting disclosure of personally identifiable information to researchers, while 

allowing research. We additionally note that Section 1798.24(e) also practically limits the scope 

of agency disclosures to only those specifically and directly authorized by statute, lest the 

exception swallow the rule. 

 One of the fundamental privacy concerns motivating the enactment of the IPA was the 

risk of data breach, a problem that is prevalent and well-documented among all institutions, 

including California institutions. An important obligation the IPA imposes on third party data 

recipients working within the University of California system is that requests for disclosure of 

personal information must first be approved by the Committee for the Protection of Human 

Subjects (CPHS), or another institutional review board that has written authorization from the 

CPHS. Although Section 1798(t) appeared in the original 1977 version of the statute, the specific 

language requiring approval from the CPHS was added in 2005 to ensure that the UC satisfies 

minimum standards for data security.14  

This amendment responds to a high-profile computer hacking incident and data breach 

that occurred in August 2004, in which a UC Berkeley researcher inadvertently disclosed names, 

addresses, social security numbers, birthdates, and phone numbers for nearly 1.3 million people 

residing in California.15 Data breaches continue to plague the UC system, giving credence to the 

state legislature’s concern about security protocols at public research institutions. For example, 

in December 2006, UCLA alerted approximately 800,000 current and former students, faculty, 

14 See Stats. 2005, c. 241 (S.B. 13) § 1 (“The Legislature recognizes the research community has legitimate needs to 
access personal information to carry out research . . . the provisions of this bill are not intended to impede research 
but rather to require and set minimum standards for careful review and approval of requests.”). 
15 EFF Opening Comment, at 11. See also Senate Bill Analysis, Third Reading, Stats. 2005, c. 241 (S.B. 13) (Aug. 
17, 2005). In that case, the researcher requested data from the Department of Social Services (DSS) about 
participants in the In-Home Supportive Services (IHSS). Although the researcher needed only a random sample of 
IHSS data, the DSS made the entire IHSS database available for download. Shortly thereafter, a hacker broke into 
the researcher’s computer system, causing a massive data breach. 
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and staff that a sophisticated computer hacker had broken into its systems and accessed a 

restricted database containing their personal information.16 More recently, in 2011, the UCLA 

Health System notified over 16,000 patients that their names, birthdates, addresses, and medical 

information had been stolen during the burglary of a physician’s home.17 Although the physician 

had stored the data on an encrypted external hard drive, the password for the hard drive was 

written on a piece of paper kept near the computer that was found missing after the incident. 

As such, the IPA provides both legal requirements binding on relevant agencies and 

overall guidance as to how California has thus far approached data risks for California citizens. 

Accordingly, although the IPA is not binding on utility companies, academic or local 

government researchers, or other parties who cannot be characterized as state agencies, it 

nevertheless provides useful guidance in this situation because it approximates how California 

law might treat the disclosure of energy usage data more generally. 

 

B. The Privacy Rules  

In the smart grid context, statewide concern in California with consumer privacy has 

culminated in the Commission’s adoption of the Privacy Rules, which specifically address the 

sharing of energy usage data held by investor-owned utilities (“IOUs”). The Privacy Rules most 

directly address the type of data sharing at issue in this phase of the proceeding: (1) they 

specifically regulate energy usage data collected by smart meters, and (2) they concern 

disclosure by the IOUs to third party data requesters. As such, they provide the governing 

general authority on energy usage data sharing by the IOUs.   

Accordingly, the Privacy Rules are the primary source of legal guidance as the Working 

Groups determine how to manage any disclosure of such data, and comprise the central feature 

of our discussion on relevant law. Part 1 of this section provides a brief background to the 

Privacy Rules, adopted in 2011, and their implementation of the provisions of SB 1476 and the 

FIPPs. This background provides a fuller understanding of the Privacy Rules for those 

participants not previously involved in the proceeding.  Part 2 explains the standards and 

requirements for disclosure of covered information set forth in the Privacy Rules.  

16 UCLA Warns of Unauthorized Access to Restricted Database, UCLA NEWSROOM (Dec. 12, 2006), 
http://newsroom.ucla.edu/portal/ucla/UCLA-Warns-of-Unauthorized-Access-7571.aspx?RelNum=7571. 
17 UCLA Medical Officials Say Patient Information Data Stolen, L.A. TIMES BLOG (Nov. 4, 2011), 
http://latimesblogs.latimes.com/lanow/2011/11/ucla-patient-identification-stolen.html. 
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1. Brief Background to the Privacy Rules: SB 1476 and the FIPPs 

In 2010 the California legislature passed SB 1476, now codified as Public Utilities Code 

Section 8380, to regulate the use and disclosure of utility customer data collected by smart 

meters. SB 1476 applies both to “electrical corporations and gas corporations.” Subject to some 

exceptions, SB 1476 generally prohibits disclosure of “electrical or gas consumption data . . . 

available as part of an advanced metering infrastructure, [including] the name, account number, 

or residence of the customer.”18 Under Section 8380 (b)(1) “an electrical corporation or gas 

corporation shall not share, disclose, or otherwise make accessible to any third party a 

customer’s electrical or gas consumption data, except as provided in subdivision (e) or upon the 

consent of the customer.” The Privacy Rules implement these restrictions and their exceptions 

with regard to the IOUs. 

In addition to implementing the requirements of SB 1476, the Commission established 

that the sharing of energy usage data should follow Fair Information Practice Principles 

(FIPPs), a widely accepted international framework for handling electronic information in a 

privacy-protective manner.  In the 2011 Decision, the Commission explicitly adopted the FIPPs 

as California’s policy for smart grid privacy. Thus, the foundational principles set forth in the 

FIPPs provide guidance to the Working Groups as participants determine how to most 

effectively implement the Privacy Rules. 

The eight principles embodied in the FIPPs can inform privacy discussions in the 

upcoming Working Groups in a number of ways. For example: 

 

1. Transparency: Any new repository of data that is separate from the IOUs would make 
it more difficult to provide notice to individual utility customers about the use or 
dissemination of their personal information 

2. Individual Participation: The Commission should continue to use consent measures 
to involve individual utility customers in processes for data collection, use, 
dissemination and maintenance. Unlike typical consumers, many utility customers 
have no choice when buying energy. As a result, foregoing consent for disclosure is 
not bargained for in the relationship with the utility. 

3. Purpose Specification: Requesting parties must be required to specify the purpose 
underlying the request prior to authorization for disclosure.  

4. Data Minimization: Only the data actually necessary for the particular purpose 
identified should be disclosed. The FIPPs’ minimization principle helps in developing 

18 Pub. Util. Code § 8380(a). 
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data handling practices that limit data breach and other risks before they happen, and 
helps data handlers decide on data needs in an efficient manner. 

5. Use Limitation: There must be mechanisms to ensure that the disclosure of 
information is used solely for the specified purpose(s). 

6. Data Quality and Integrity: If multiple parties were permitted to collect and store 
energy usage data, it would be harder to ensure that the data is accurate, relevant, 
timely, and complete. The problems associated with one data set may be multiplied 
across parallel data sets. 

7. Security: Any data collected from the IOUs and stored pursuant to security protocols 
that are less rigorous than those utilized by the IOUs may be susceptible to loss, 
unauthorized access, destruction, modification, or unintended disclosure. 

8. Accountability and Auditing: Mechanisms are already in place to enforce IOUs 
compliance with the FIPPs. It will be of utmost importance during the Working 
Groups to ensure that any other entity collecting and maintaining smart grid data be 
accountable for customer privacy in the same manner. 

Both the FIPPs and SB 1476 were at the forefront when the Commission ultimately 

decided to adopt the Privacy Rules.  

 

2. Privacy Rules, adopted in D. 11-07-056 (Attachment D) 

 Recognizing the need to more directly operationalize the FIPPs and the requirements of 

SB 1476 to protect consumer privacy in smart meter data,19 the Commission adopted the Privacy 

Rules, which regulate the disclosure of energy usage data by IOUs. As noted above, last year the 

Privacy Rules were extended to cover gas utilizes, community choice aggregators, electric 

service providers, and other “load serving” entities.20 The Privacy Rules determine the extent to 

which an IOU may disclose energy usage data to third parties, depending on the purpose for 

which the data will be used. It covers all energy usage data captured by smart meters that, “when 

associated with any information . . . can reasonably be used to identify an individual [utility 

customer] . . . .”21 Data that cannot reasonably be re-identified are excluded from the Privacy 

Rules.22        

19 2011 Decision, at 19–21. 
D. 12-08-045 (August 23, 2012).

21 The exact language of the Privacy Rules reads:  
“Covered information” does not include usage information from which identifying information 
has been removed such that an individual, family, household or residence, or nonresidential 
customer cannot reasonably be identified or re-identified. Covered information, however, does not 
include information provided to the Commission pursuant to its oversight responsibilities.  
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 The Privacy Rules categorize various potential uses into two categories. “Primary 

purposes” are uses of the data that directly serve utility operations, are specifically authorized by 

the utility company or the Commission in connection with an energy-related program, or are for 

services required by state or federal law. “Secondary purposes,” cover all other uses. Each 

category comes with its own list of obligations and security protocols relating to data transfer. 

The Rules impose these obligations on both the IOU disclosing the data and the third party 

recipients of the data.23  

 

a. Primary Purpose 

Under the Privacy Rules, a covered entity may only disclose covered information without 

customer consent if the data will be used for a “primary purpose.” The Privacy Rules identify 

four limited purposes that fit within this category: 

(1) [to] provide or bill for electrical power or gas, 
(2) [to] provide for system, grid, or operational needs, 

(3) [to] provide services as required by state or federal law or as specifically 
authorized by an order of the Commission, or 

(4) [to] plan, implement, or evaluate demand response, energy management, 
or energy efficiency programs under contract with an electrical 
corporation, under contract with the Commission, or as part of a 
Commission authorized program conducted by a governmental entity 
under the supervision of the Commission.24 

Privacy Rules § 1(b).  Further, for the purposes of “analysis, reporting or program management,” disclosure of 
“aggregated usage data that is removed of all personally-identifiable information” is permissible, “provided that the 
release of that data does not disclose or reveal specific customer information because of the size of the group, rate 
classification, or nature of the information.” Privacy Rules § 6(g). 
22 As explained in our accompanying memo titled Technical Issues with Anonymization & Aggregation of Detailed 
Energy Usage Data as Methods for Protecting Customer Privacy, which covers recent scientific advancements in 
re-identification, no level of basic anonymization and aggregation provides a guarantee against re-identification. The 
Commission should pursue more robust solutions. 
23 The Privacy Rules govern “covered entities,” a category that includes:  

(1) [A]ny electrical corporation, or any third party that provides services to an electrical 
corporation under contract, (2) any third party who accesses, collects, stores, uses or discloses 
covered information pursuant to an order of the Commission, unless specifically exempted, who 
obtains this information from an electrical corporation, or (3) any third party, when authorized by 
the customer, that accesses, collects, stores, uses, or discloses covered information relating to 11 
or more customers who obtains this information from an electrical corporation.  

Privacy Rules § 1(a). The Commission’s authority to create regulations binding on third parties derives from the 
language of SB 1476, which conferred upon the Commission “broad powers and a legislative mandate” to take 
regulatory action to protect consumer interests. 2011 Decision, at 33–35. 
24 Privacy Rules § 1(c). 
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Section 6(b) further clarifies which entities may access, collect, store and use covered 
information for primary purposes without customer consent: 

• An electrical corporation 

• A third party acting under contract with the Commission to provide energy efficiency 
or energy efficiency evaluation services authorized pursuant to an order or resolution 
of the Commission 

• A governmental entity providing energy efficiency or energy efficiency evaluation 
services pursuant to an order or resolution of the Commission.25 

According to the 2011 Decision, “[t]o the extent other governmental organizations, such 

as the California Energy Commission or local governments, may seek Covered Information in a 

manner not provided in these rules, the Commission will determine such access in the context of 

the program for which information is being sought absent specific Legislative direction.”26 

Accordingly, where the Privacy Rules do not explicitly provide for a certain form of disclosure, 

the Commission will determine on a case-by-case basis whether the disclosure is appropriate, 

and whether it is permissible under relevant legislation, such as the IPA. Please see above for 

more information about the IPA. 

Sections 6(c)(1)(a–b) provides additional insight as to what qualifies as a “primary 

purpose,” and how disclosures must be carried out.  Under these provisions, an IOU may share 

covered information with a third party without customer consent (a) if “explicitly ordered to do 

so by the Commission” or (b) if the disclosure serves “a primary purpose being carried out under 

contract with and on behalf of the electrical corporation disclosing the data.”27 These provisions 

indicate that the Commission intended for the “primary purpose” category to cover a fairly 

narrow selection of disclosure scenarios, largely directed to IOU operations (such as billing, 

maintenance, and the like by contractors), along with the noted services, when under direct 

Commission oversight.   

“Primary purpose” disclosures create a chain of obligations that carry down to subsequent 

custodians of “covered information.” When disclosure occurs for a “primary purpose,” the 

covered entity disclosing the data “shall, by contract, require the third party to agree to access, 

collect, store, use, and disclose the covered information under policies, practices and notification 

requirements no less protective than those under which the covered entity itself operates as 

25 Privacy Rules § 6(b). 
26 See 2011 Decision at 47-48. 
27 Privacy Rules §§ 6(c)(1)(a–b). 
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required under this Rule, unless otherwise directed by the Commission.” Thus, a “primary 

purpose” recipient of covered information must employ at least the same privacy and security 

measures as those implemented within the IOU from which it collected the data.  The Privacy 

Rules attach to all data that originates with the IOUs, regardless as to whom ultimately takes 

possession of it.28 

 

b. Secondary Purpose 

Any purpose that does not fall within one of the above categories is considered a 

“secondary purpose” under the Privacy Rules.29 IOUs are prohibited from disclosing covered 

information for any secondary purpose without the “prior, express, written authorization” of each 

utility customer represented in the data.  

Three limited exceptions to this requirement exist. A covered entity may only disclose 

smart grid data without customer consent in the following situations: (1) disclosure pursuant to a 

certain types of legal process (such as a warrant or court order); (2) disclosure in “situations of 

imminent threat to life or property; and (3) disclosure “authorized by the Commission pursuant 

to its jurisdiction and control.”30 Again, without an authorization order from the Commission, 

third parties not working on behalf of the utility company likely cannot obtain covered 

information without the prior, express, written authorization from utility customers.  

 

c. Data Minimization Requirements 

Under Section 5(c), covered entities must limit the disclosure of smart grid data to only 

that which is “reasonably necessary or as authorized by the Commission” to carry out the 

specific purpose permitted under the Privacy Rules.  For data uses constituting “secondary 

purposes,” this means that the covered entity may not disclose more information than is 

28 Privacy Rules § 6(c)(1). Rule 6(c)(2) reinforces the recursive nature of the Privacy Rules:  
Any entity that receives covered information derived initially from a covered entity may disclose 
such covered information to another entity without customer consent for a primary purpose, 
provided that the entity disclosing the covered information shall, by contract, require the entity 
receiving the covered information to use the covered information only for such primary purpose 
and to agree to store, use, and disclose the covered information under policies, practices and 
notification requirements no less protective than those under which the covered entity from which 
the covered information was initially derived operates as required by this rule, unless otherwise 
directed by the Commission. 

Privacy Rules § 6(c)(2). 
29 Privacy Rules § 1(e). 
30 Privacy Rules §§ 6(d)(1–3). 
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reasonably necessary to carry out the specific purpose authorized by the customer in writing. As 

noted above, data minimization requires entities to consider, in advance of disclosure, what data 

is reasonably necessary for the agreed-upon purpose before disclosing the data.  

 

d. Data Security and Breaches 

 Section 8 of the Privacy Rule establishes the minimum security requirements that covered 

entities must employ when in possession of covered information.  “Covered entities shall 

implement reasonable administrative, technical, and physical safeguards to protect covered 

information from unauthorized access, destruction, use, modification, or disclosure.”31 

Furthermore, when a breach has been detected, a covered third party must notify the disclosing 

IOU within one week, and the utility must notify the Commission of all breaches affecting one 

thousand or more customers.32 Utility companies are additionally obligated to file an annual 

report at the end of the each calendar year, chronicling all security breaches affecting covered 

information that year.  

 

e. Enforcement and Recourse for Privacy Rule Violations 

If a recipient party fails to comply with its contractual obligations to handle the covered 

information in a manner “no less protective” than those under which the originating entity 

operates—a “material breach” under the Privacy Rule—“the disclosing entity shall promptly 

cease disclosing covered information to such third party.”33 

 

CONCLUSION 

The laws and regulations described above each bear heavily on the data sharing scenarios 

contemplated within this proceeding. As such, it will be important for participants to enter the 

Working Group discussions with a firm understanding of their relevant provisions, with the 

Privacy Rules front and center.  

Among the California state Constitution, the IPA, the FIPPs, SB 1476, and the Privacy 

Rules, utility customers receive legal protections for the privacy of their energy usage data.  

31 Privacy Rules § 8(a). 
32 Privacy Rules § 8(b). The Commission may also request that the utility company provide notification of any other 
breach for which notification is not already compulsory. 
33 Privacy Rules § 6(c)(3). 
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These protections, in various ways, bind the IOUs, the Commission, and other state agencies 

handling smart meter data, as well as third parties who obtain energy usage data from the 

utilities. At this stage of the proceeding, keeping these laws and regulations in mind will better 

position the Working Groups to devise solutions that are appropriately tailored to each disclosure 

scenario and are consistent with applicable law.  

 

 

Respectfully submitted this April 1, 2013 at San Francisco, California.  

 

/s/ Jennifer Urban      
 
JENNIFER URBAN, Attorney 
Samuelson Law, Technology & Public Policy Clinic  
University of California, Berkeley School of Law 
396 Simon Hall 
Berkeley, CA 94720-7200  
(510) 642-7338 
Attorney for ELECTRONIC FRONTIER 
FOUNDATION 
 

/s/ Lee Tien             
 
LEE TIEN, Attorney 
Electronic Frontier Foundation 
454 Shotwell Street 
San Francisco, CA 94110 
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BEFORE THE PUBLIC UTILITIES COMMISSION OF THE  

STATE OF CALIFORNIA  

Order Instituting Rulemaking to Consider  
Smart Grid Technologies Pursuant to Federal  
Legislation and on the Commission’s Own  Rulemaking 08-12-009  
Motion to Actively Guide Policy in California’s                                   (Filed December 18, 2008) 
Development of a Smart Grid System Phase III Energy Data Center 

M E M O R A N D U M 

To: Participants of Working Group organized pursuant to Administrative Law Judge’s Ruling 
Setting Schedule To Establish “Data Use Cases,” Timelines For Provision Of Data, And Model 
Non Disclosure Agreements, from Rulemaking Proceeding No. 08-12-009 

From: Electronic Frontier Foundation and the Samuelson Law, Technology & Public Policy 
Clinic at the University of California, Berkeley, School of Law 

Date: April 1, 2013  
Re: Technical Issues with Anonymization & Aggregation of Detailed Energy Usage Data as 
Methods for Protecting Customer Privacy 

INTRODUCTION 

This memorandum is one of two memoranda offered by the Electronic Frontier 

Foundation (EFF) and the Samuelson Law, Technology & Public Policy Clinic at the University 

of California, Berkeley, School of Law to aid in Working Group discussions outlined in Judge 

Sullivan’s February 27, 2013, titled Administrative Law Judge’s Ruling Setting Schedule to 

Establish “Data Use Cases,” Timelines for Provision of Data, and Model Non-Disclosure 

Agreements, No. 08-12-009 (“Ruling”). This memorandum addresses the technical issues 

surrounding aggregation and anonymization of customer data. The other memorandum covers 

particular privacy rules and laws that apply to the disclosure of energy consumption data. 

Thus far, this proceeding has established basic principles and a targeted framework—in 

the form of the Rules Regarding Privacy and Security Protections for Energy Usage Data 
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(“Privacy Rules”),1 adopted by the California Public Utilities Commission (“Commission”) in D. 

11-07-056 (“2011 Decision”)2 and set forth in Attachment D to that Decision—for managing 

customer data collected by smart meters. This proceeding has already established the serious 

implications for privacy in the home that come from releasing customer energy consumption 

data.3 Accordingly, the Privacy Rules adopted by the Commission govern the release of “covered 

information:” customer usage data that can identify the customer or be re-identified after some 

identifying information has been removed. The Privacy Rules are discussed in further detail in 

our companion memo Legal Considerations for Smart Grid Energy Data Sharing regarding 

applicable law.   

In this next phase, the proceeding aims to implement the Privacy Rules and other relevant 

legal requirements, in part by devising effective, secure protocols for manipulating customer 

energy data so that it can be shared with third parties without unduly compromising customer 

privacy. We offer this memorandum to help the Working Group understand the practical realities 

of known aggregation and anonymization techniques in light of computer science research 

demonstrating the characteristics of these techniques in protecting customer privacy, including 

their limitations. We also explain the need to involve technical experts working in the fields of 

data privacy and re-identification in order to develop protocols that effectively protect customer 

privacy and provide useful data to researchers. 

This phase of the proceeding has thus far focused its attention on protecting privacy 

through anonymization and aggregation techniques. Unfortunately, a known set of technical 

problems that come with these techniques can make them highly vulnerable to re-identification 

of individual households or ratepayers included in the data set. While the terms “anonymization” 

and “aggregation” have not yet been clearly defined in the proceeding,4 individual methods that 

have been discussed—including the “15/15 Guideline,” zip code aggregation, and census-tract 

aggregation—are all vulnerable to these threats.   

1 Rules Regarding Privacy and Security Protections for Energy Usage Data, in Attachment D, Decision Adopting 
Rules to Protect The Privacy And Security of the Electricity Usage Data of the Customers of Pacific Gas & Electric 
Company, Southern California Edison Company, And San Diego Gas & Electric Company, Rulemaking 08-12-009 
(July 29, 2011) [hereinafter Privacy Rules]. 
2 Decision Adopting Rules to Protect The Privacy And Security of the Electricity Usage Data of the Customers of 
Pacific Gas & Electric Company, Southern California Edison Company, And San Diego Gas & Electric Company, 
Rulemaking 08-12-009 (July 29, 2011) [hereinafter 2011 Decision]. 
3 Decision Adopting Rules To Protect The Privacy And Security Of The Electricity Usage Data Of The Customers 
Of Pacific Gas And Electric Company, Southern California Edison Company, And San Diego Gas & Electric 
Company. D. 11-07-056. 
4 See Ruling No. 08-12-009 at section titled “Definitions.” 
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The first Working Group is expected to discuss various threshold definitions, including 

definitions for “aggregate” and “anonymous” data. The Working Group has also been charged 

with proposing standards for data anonymization and aggregation that “ensure the anonymity of 

data, protect customer privacy, and prevent the reverse engineering of the aggregated data.”  

In order to effectively engage with these tasks, Working Group participants first need to 

consider existing and ongoing research in the computer science community. To help with this 

task, we have consulted with technical experts in the field, and requested analysis from them. As 

part of this analysis, we are pleased to attach as Appendix A to this memorandum a paper titled 

Privacy Technology Options for Protecting and Processing Utility Readings, written as 

background for the Working Groups by computer security and privacy expert George Danezis. 

Unfortunately, analysis of the existing research demonstrates that existing techniques for 

anonymization or aggregation of data, taken alone, are insufficient protections for customer 

privacy. Anonymizing data (removing identifiers) and aggregating data (processing data and 

releasing only sums or patterns) have proven inadequate for protecting customer privacy because 

attackers and researchers can manipulate these data sets to re-identify individuals. As the Privacy 

Rules explicitly limit the release of data that can be re-identified, these proven workarounds must 

be taken into account when deciding what protocols to put in place for protecting customer 

privacy. 

 Accordingly, to devise the appropriate measures for protecting customer privacy without 

the risk of data re-identification, we believe that it is critical for the Working Groups to consult 

technical experts to help develop more robust solutions, beyond mere aggregation and 

anonymization (see, for example, the suggestions under  “Robust Privacy Technology Options” 

in Appendix A). More robust solutions will help to prevent re-identification of “covered 

information,” as required by the Privacy Rules, and to provide researchers with useful data that 

contributes to valuable energy research.  
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DISCUSSION 

 

A. Disclosure of the Detailed Customer Energy Consumption Data Collected from 
Smart Meters Creates Serious Risks to Customer Privacy. 

 
 Since the late 1980s, scientists have reported the ability to derive detailed 

behavioral information about a household or other premise from electrical meter readings.5 For 

example, Non-intrusive Appliance Load Monitoring (NALM) “use[d] temporally granular 

energy consumption data to reveal usage patterns for individual appliances in the house.”6 These 

usage patterns revealed, for example, time away from one’s home, cooking and sleeping habits, 

or the number of inhabitants in a particular household. Not long after its development in 1989, 

scientists described this technology as capable of remotely identifying patterns based on 

externally available meter information. In a 1989 paper, NALM creator George Hart 

simultaneously noted that identifying these patterns created the potential for invasions of private 

information.7 By tracking the daily energy usage of a household, it is possible to create a 

consumption profile and deduce behavior for that household.8 It exposes not only energy 

consumption patterns overall, but also intimate behavioral information that most customers 

would not suspect is being shared, including travel, sleeping, and eating patterns, occupational 

trends, and even detailed information such as when children are home alone.9  This type of 

profiling is attractive for a number of purposes, from behavioral research to marketing. For an 

example of such consumption profiling used in the retail industry, Target Corporation used data 

on women’s shopping habits to develop a pregnancy detection method so reliable that it often 

5 According to one employee of Siemens Energy: 
We, Siemens, have the technology to record [energy consumption] every minute, second, 
microsecond, more or less live. From that we can infer how many people are in the house, what 
they do, whether they're upstairs, downstairs, do you have a dog, when do you habitually get up, 
when did you get up this morning, when do you have a shower: masses of private data. 

Quote from Martin Pollock of Siemens Energy in Gerard Wynn, “Privacy Concerns Challenge Smart Grid Rollout” 
Reuters, June 25, 2010, available at: http://uk.reuters.com/article/idUKTRE65O1RQ20100625. 
6 Jennifer M. Urban, Privacy Issues in Smart Grid Deployment, at 6-7, in SMART GRID AND PRIVACY 
(forthcoming 2013). 
7 Hart, George W. (1989), ‘Residential Energy Monitoring and Computerized Surveillance via Utility Power Flows’, 
IEEE Technology and Society Magazine, 8 (2), 12-16 at 13; F. Sultanem (1991), “Using Appliance Signatures for 
Monitoring Residential Loads at Meter Panel Level,” IEEE Transactions on Power Delivery, 6 (4), 1380, 1381, col. 
2 (showing load graphs of various appliances and a fluorescent light). The reader can find a lay introduction to 
NALM technology in Quinn, Elias L. (2009) ‘Privacy and the New Energy Infrastructure’, Social Science Research 
Network, 09 at 21-25. 
8 D. 11-07-056. 
9 Id.; See also, Presentation of Chris Vera at January 15 workshop (slides available at 
ftp://ftp.cpuc.ca.gov/13011516_EgyDataWorkshop). 
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allowed for targeted advertisements before a woman had even revealed her pregnancy to 

others.10 Similar predictive algorithms can be used to extend noticeable trends in energy 

consumption data, such as using real-time data to determine when an occupant is at home for 

solicitation by the utility or some third party. To continue with family formation as an example, 

an occupant’s consumption profile might indicate a new baby in the house. This would violate 

the home occupants’ privacy and create risks of leaking personal information that the customer 

had not even considered exposed in the first place.11 

Working Groups will need to consider both existing profiling capabilities and those that 

are likely to arise in the near future. More recent scientific research on techniques for 

ascertaining information from energy data describes the developing ability to discern what video 

content is being viewed on a television or computer monitor. Known as “use-mode detection,” 

this method relies on collecting energy data in real time. Lab scientists tested multiple television 

sets to determine that the content viewed on those devices left uniquely identifying energy 

signatures, known as electro-magnetic interference (EMI). The same video content would 

produce the same repeatable EMI traces, even across different television sets. Under laboratory 

conditions, researchers were able to identify 1200 movies at a 92% accuracy rate by reviewing 

these trace EMI patterns.12 

 Given the present and developing abilities to use energy data to detect appliance usage, 

discern regular household habits, and review the in-home consumption of video content or online 

information, the Working Groups must implement protections that guard such personal 

information and align with the requirements of the Privacy Rules. 

 

B. Known Limits to Anonymization and Aggregation as Methods for Preventing Re-
identification and Protecting Privacy. 

 
As described further below and in Appendix A, scientists now recognize that aggregating 

or anonymizing data to sufficiently prevent re-identification of an individual is almost 

impossible. As such, instead of relying directly on these techniques, instances of re-identification 

have prompted new efforts among computer science and privacy experts to “balance the risks 

10Presentation of Ashwin Machanavajjhala at January 15 workshop (slides available at 
ftp://ftp.cpuc.ca.gov/13011516_EgyDataWorkshop). 
11 Presentation of Lee Tien, EFF at January 15 Workshop (slides available at 
ftp://ftp.cpuc.ca.gov/13011516_EgyDataWorkshop) 
12 Jawurek, et. al., “SoK: Privacy Technologies for Smart Grids – A Survey of Options” at 5, available at 
http://research.microsoft.com/pubs/178055/paper.pdf. 
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and value of data sharing in a de-identification regime.”13 Existing and developing re-

identification capabilities must inform the Working Group’s decisions on the dynamic 

definitions of aggregated/anonymized data to give privacy-protecting protocols any value. 

In this section, we summarize for the Working Group some of the research shared in the 

workshops and previous proceedings, from consulting with experts, and from scientific literature, 

showing that these techniques fail to effectively protect customer privacy, and that data that have 

been anonymized or aggregated remain subject to the Privacy Rules, which cover all information 

about the customer that is “reasonably re-identifiable.” For more detail, please see George 

Danezis’ analysis in Appendix A. 

 

1. Anonymization  

Anonymization techniques attempt to protect anonymity of data subjects by removing 

personal identifiers, such as names and addresses, from the data. Although anonymized data do 

not, on their own, point to specific individuals, numerous examples demonstrate that re-

identification can be achieved by comparing anonymized data with external information that 

contains corresponding data points. See, for example, Appendix A, which offers the example of 

cross-referencing a customer’s load profiles against external information about that customer’s 

occupancy, allowing someone to re-identify the individuals referenced in the data.14 It explains 

that a customer’s (sometimes public) travel schedule, mobile phone location records, or even a 

short period of observation of the customer’s house might be enough external information to 

match the anonymized load profile to a particular utility customer.  

As evident in the case studies below, the removal of key identifiers, such as the data 

subject’s name, address and birthdate, is insufficient to protect customer privacy. 

 

a. Examples: Netflix and AOL Research Datasets 

Professors Jennifer Urban and Ashwin Machanavajjhala both noted the Netflix Prize 

privacy breach at the January workshop. Netflix offered a prize for the contestant who could 

develop the best algorithm for matching users to films and released anonymized, customer-

specific data to get them started. University of Texas-Austin researchers Arvind Narayanan and 

13 Paul Ohm, “Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization,” 57 UCLA 
Law Review 1701 (2010); Jane Yakowitz, “Tragedy of the Data Commons” (March 18, 2011). Harvard Journal of 
Law and Technology, Vol. 25, 2011. Available at SSRN: http://ssrn.com/abstract=1789749.  
14 George Danezis, Privacy Technology Options for Protecting and Processing Utility Readings, Mar. 1, 2013, p. 3. 
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Vitaly Schmatikov, however, combined the data with available information from the Internet 

Movie Database, allowing them to re-identify users.15 This brought Netflix under legal process 

and the scrutiny of the FTC; ultimately, Netflix chose not to pursue further similar competitions.  

Professor Machanavajjhala also highlighted a privacy breach experienced by AOL as a 

further example. In 2006, AOL decided to publish search logs, containing user search queries, to 

help researchers communities improve searching algorithms. AOL user IDs were replaced by 

random numbers. No names or other traditional identifying information was included with the 

search queries. Within two hours, researchers were able to reveal a photograph of a particular 

user, based on review of the search queries. The fact that the anonymization attempt was broken 

in only two hours demonstrates how trivial it would be for an attacker to identify specific 

households within an “anonymized” energy usage data set with a small amount of external 

information about that customer’s energy consumption. Disclosure of supposedly anonymized 

data for energy research purposes, such as to multiple third parties to assess energy efficiency 

programs, could create similar problems for the utilities, the Commission, or researchers, 

highlighting the need to address these risks in developing data protocols. 

 

b. Example: Massachusetts Government Health Data 

Professor Machanavajjhala additionally noted the Massachusetts government breach 

involving medical information. In 1997 the Massachusetts government began making 

“anonymized” health records of state employees available to researchers. Patients’ names, 

addresses, and SSNs were removed from the health records, which otherwise remained intact. 

The governor assured his citizens that it would be impossible to re-identify individual patient 

information. Within two days, an MIT graduate student was able to identify the Governor’s 

health records by cross-referencing them against voter registration records. She mailed the 

Governor’s health records to him in an envelope.16  

Professor Machanavajjhala referred to data points shared with data from external 

sources—like the voter registration records the researcher used here—as “quasi-identifiers” 

because they can identify an individual, but require comparison with other data sets in order to 

15 Arvind Narayanan and Vitaly Shmatikov “Robust De-anonymization of Large Datasets 
(How to Break Anonymity of the Netflix Prize Dataset),” Feb. 5, 2008, U. Tex. at Austin, available at 
http://arxiv.org/pdf/cs/0610105v2.pdf. 
16 Erica Klarreich, “Privacy by the Numbers: A New Approach to Safeguarding Data,” in Scientific American, at 1 
December 31, 2012 (available at http://www.scientificamerican.com/article.cfm?id=privacy-by-the-numbers-a-new-
approach-to-safeguarding-data) (Hereinafter Klarreich) 
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do so. In the energy world, a number of other data points could qualify as quasi-identifiers, 

including sets of appliances, devices, or vehicles, patterns of appliance usage, sleep patterns, and 

potentially a variety of other information. At the January workshop, some presentations included 

intentions to compare energy data to external sources, such as state-wide and county assessor 

maps, as well as data on building characteristics.17 Knowing that researchers seeking 

anonymized energy use data intend to combine that data with additional information sources 

highlights the need for Working Group members to take seriously the potential risk to utility 

customer privacy that could occur via re-identification techniques.   

 

c. Example: Amazon Purchase History 

In 2011, researchers showed that it is possible to determine an online shopper’s personal 

purchase history simply by studying the displays on Amazon.com’s product recommendation 

feature. The researchers noticed that the aggregate-level statements—“Customers who bought 

this item also bought A, B and C”—changed over time, based on a shopper’s own purchase 

history. By cross-referencing the product recommendations with customers’ public reviews of 

purchased items, the researchers could successfully infer that a particular customer had bought a 

particular item on a particular day, even before the customer had posted a review of the item.18  

Energy data similarly changes over time, allowing for noticeable patterns to appear. 

Unique energy signatures become personally identifying characteristics when compared to 

external information with shared data points. In addition, many of the same characteristics, such 

as name, address, birthdate, etc., are collected by utilities, as were in the Massachusetts 

government health data breach or by online service providers like Amazon, Netflix, and AOL. 

Further, many of these characteristics are available to the public on other databases, making it 

possible to identify an individual through linking other data. 

These examples, among others, explain why anonymizing data by removing a few key 

identifiers unfortunately does little to prevent re-identification. In some cases, it was only a 

matter of hours before data considered “anonymized” was cross-referenced with external data 

and re-identified, compromising the data subject’s privacy. As such, data that has been 

“anonymized” is often easily re-identifiable. Accordingly, data that has been processed with 

17 See Presentations of Lauren Rank, Mike McCoy, and Paul Matthew from January 15 workshop. (slides available 
at ftp://ftp.cpuc.ca.gov/13011516_EgyDataWorkshop) 
18 Klarreich at 3. 
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these types of anonymization techniques, without additional protective steps, would still be 

considered “covered information” under the Privacy Rules. As a result, it can only be released 

with consent or otherwise pursuant to the Rules, and without additional steps in place, could 

expose customers to re-identification risks 

 

2. Aggregation 

The use of the term “aggregated data” has not been consistent throughout this proceeding.  

Based on the scientific literature in this area, we understand aggregated data not to include 

micro-data—i.e., the underlying, discrete records about individuals from which the aggregation 

is derived.  Unlike attempts to anonymize data, for example by removing certain identifiers from 

individual records, aggregating data requires processing it such that there are no individual-level 

records, for example by computing the sum or the average of a group of individual households’ 

energy usage information.  For our purposes, "aggregated data" would not include the total 

annual or average annual energy usage for an individual household, precisely because the data 

pertains to a specific household. 

Despite excluding micro-data, aggregated data can still leak private information. 

Traditional privacy protections for aggregation, such as the 15/15 Guideline, are sometimes 

referred to by computer scientists as “naïve aggregation rules” because of the uncomplicated 

techniques for circumventing their restrictions.  

To use an historical example, this one from as far back as World War II, it is now well-

known that re-identification of naively aggregated Census Bureau data helped the U.S. military 

locate and transfer Japanese-Americans to internment camps during World War II. Although 

naïve aggregation was considered an acceptable privacy policy in the 1940s, today’s Census 

Bureau employs a series of complex data-blurring techniques to promote data integrity but 

maintain heightened security in response to such re-identification risks.19 

The 15/15 Guideline is the most prominent “aggregation” model in this proceeding.20 

Although burying an individual’s data within a larger data set like this may seem like a 

reasonable means to protect privacy, the shortcomings of this approach are well documented. 

19 Douglas A. Kysar, Book Review, Kids & Cul-De-Sacs: Census 2000 and the Reproduction of Consumer Culture, 
87 Cornell L. Rev. 853, 873-874 (2002) (footnotes omitted); Id. at n. 124. 
20 The 15/15 Guideline is a model that permits a database to generate query results, only if the results represent an 
aggregate data set consisting of 15 or more individual utility customers and no one utility customer in the set 
constitutes 15% or more of the total aggregated data.  
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Specifically, a carefully crafted series of queries can generate aggregate results that, when looked 

at together, reveal customer-specific information. A brief explanation of how queries can work 

around the limits imposed by the 15/15 Guideline is given below, followed by an example of the 

risks of cross-referencing aggregated data with external sources. Please see Appendix A for 

further discussion of data security issues with the 15/15 Guideline. 

 

a. Likely Smart Grid Data Leaks from Naïve Aggregation Rules 

The 15/15 Guideline and similar well-intentioned standards unfortunately exhibit 

fundamental flaws that render them unable to effectively defend customer privacy.  Numerous 

researchers have addressed how a combination of queries can enable the re-identification of 

individuals represented in aggregate data, even though neither query on its own infringes the 

individual’s privacy. 21  

To illustrate, imagine a quantitative query system22 under a standard like the 15/15 

Guideline, which ignores requests when the number of results is less than a particular threshold. 

In such a case, one need only ask two questions that meet that threshold to obtain an answer 

otherwise forbidden by the rule:23  

The first question:  
How many people in this database exhibit power usage patterns consistent with 
using a television and video games in the afternoon, but patterns consistent with 
additional appliances, electric vehicles, and lights in the evening? 

 

21 Salil Vadhan, et. al. Comment on “Advance Notice of Proposed Rulemaking: Human Subjects Research 
Protections: Enhancing Protections for Research Subjects and Reducing Burden, Delay, and Ambiguity for 
Investigators” HHS-OPHS–2011–0005 at 6.  

[In an] interactive system designed to answer queries about the health care expenses of the 
Harvard faculty, which allows queries of the form “how many Harvard faculty satisfy X” where X 
is a search criterion that can involve attributes like age, health care expenses, and department. 
While “how many” questions may seem relatively safe when computed over a population of 
2000+ individuals, they are not. By asking the question “How many Harvard faculty are in the 
computer science department, were born in the U.S. in 1973, and had a hospital visit during the 
past year?,” it is possible to find out whether one of the authors of these comments (S.V.) had a 
hospital visit during the past year (according to whether the answer is 0 or 1), which is clearly a 
privacy violation. A common “solution” to this sort of problem is to only answer queries whose 
answers are sufficiently large, say at least 10. But then, by asking two questions --- “how many 
Harvard faculty had hospital visits during the past year?” and “how many Harvard faculty, other 
than those in the computer science department and those born in the U.S. in 1973, had hospital 
visits during the past year?” --- and taking the difference of the results, we can obtain an answer to 
the original, privacy-compromising question. 

22 For example, how many individuals in this data set have characteristic X? 
23 Klarreich at 2. 
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The second question: 
How many people in this database who exhibit power usage patterns consistent 
with using a television and video games in the afternoon, but patterns consistent 
with additional appliances, electric vehicles, and lights in the evening, do not live 
at 100 Main Street? 

Although both questions provide aggregated results, the combination of these two questions has 

effectively "leaked" information about 100 Main Street.  The first question essentially asked for 

the total number of homes where children are likely to be home alone in the afternoon.  The 

second question sought the same information but excluding 100 Main Street.  If the answers to 

these two questions are the same, then one can reasonably infer that there are no latchkey 

children at 100 Main Street; if the answers differ by 1, then one can reasonably infer that there 

are. See Appendix A for further detail regarding problems with the 15/15 Guideline. 

Unfortunately, it is very difficult for computer programs to detect the query combinations 

that breach customer privacy in advance.24 Professor Machanavajjhala pointed out at the January 

workshop that energy data is dynamic, not static. If aggregated data changes, then individuals 

can be uniquely identified in ways that computers were not programmed to protect against. For 

example, if data shows a new house on the block, then an attacker can look at changes in the 

neighborhood’s energy consumption and subtract the new information to attribute change to the 

new home. 

Because this simple, two-query process for overcoming the 15/15 Guideline defeats its 

protective purpose, data masked in this manner is likely to remain re-identifiable. As such, like 

data that has been subjected to basic anonymization techniques, data aggregated according to 

these techniques would still be considered “covered information” under the Privacy Rules, and 

would expose customers to re-identification risks if released without additional protective 

protocols in place.  

 

b. Attacks Using Pre-existing Information about an Individual 

If an attacker or researcher has background information about an individual represented 

in an aggregated data set, re-identification becomes even easier. For example, in 2008, a research 

team, led by Nils Homer, then a graduate student at the University of California at Los Angeles, 

24 Klarreich, at 2. 
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showed that in many cases, knowing a person’s genome can help determine, beyond a reasonable 

doubt, whether that person had participated in a particular genome-wide test group.  

Homer’s research team demonstrated the risks of disclosing aggregate information from 

genome-wide association studies, one of the primary research vehicles for uncovering links 

between diseases and particular genes. These studies typically involve sequencing the genomes 

of a test group of 100 to 1,000 patients who have the same disease and then calculating the 

average frequency in the group of something on the order of 100,000 different mutations. If a 

mutation appears in the group far more frequently than in the general population, that mutation is 

flagged as a possible cause or contributor to the disease.25  

After Homer’s paper appeared, the National Institutes of Health reversed a recently 

instituted policy that had required aggregate data from all NIH-funded genome-wide association 

studies to be posted publicly.26 In this example as in others, the comparison of supposedly “safe” 

data to external, background data led to re-identification.  

Energy data is susceptible to the same sorts of attacks on other types of personal data. If 

an attacker knows the unique combination of appliances that a utility customer has in their 

kitchen, he can examine aggregate energy usage patterns to determine if the data signature 

corresponding to that combination of appliances fits the aggregate profile, which would lead to 

an inference that the customer was or was not included in the data.   

Accordingly, with certain background information and data manipulation, data 

aggregated according to these techniques, as well, can easily be re-identified—especially as 

researchers, marketers, or others combine datasets—and would still be considered “covered 

information” under the Privacy Rules.  

The Working Groups will need to consider carefully protocols to protect energy usage 

data in order to find methods that take attacks like those we have described into account. As 

noted next, we believe specific technical expertise is required in order for the Working Groups to 

sufficiently consider the issues and develop appropriate approaches. 

 

 

 

25 Klarreich at 2–3. 
26 Klarreich at 3. 



 

13 

C. Technical Expertise Is Required to Develop More Robust Privacy Solutions Because 
Anonymization and Aggregation Techniques Alone Fail to Protect Private 
Customer Data 

 
We hope this background is helpful to the Working Groups. As made clear during our 

analysis and in the examples above, when devising protocols for the disclosure of customer data, 

Working Group participants should be aware that neither aggregation nor anonymization can be 

defined or evaluated in static terms if privacy is to be protected. Re-identification is a dynamic 

concept. Each time there is an influx of publicly available data, an advance in computer 

technology, or additional collection of personally identifying characteristics, re-identification 

strategies will evolve. This means that the techniques required for the “safe” release of smart grid 

data will likely also change. Any definitions adopted by the Working Groups will need to 

accommodate this reality. In order to do this, the Working Groups need to consult experts in the 

fields of computer science, consumer privacy, and data security at each stage of developing data 

disclosure procedures, in order to understand the unfortunate, but genuine challenges in securely 

sharing data and to develop feasible solutions that overcome the known shortfalls of 

anonymization and aggregation. 

 

D.  Summary and Next Steps 
 

In summary, we hope this memorandum has supplied the Working Group with useful 

background information to move forward in this proceeding, acknowledging that: 

 Both scientific research and live, real-world examples show that basic techniques 

for anonymizing or aggregating data do not by themselves provide sufficient 

protections to customer privacy. 

 Unfortunately, the 15/15 Guideline and similar well-intentioned aggregation 

standards cannot be relied on to protect customer specific data because of simple 

workarounds that neither human beings nor computer programs can reliably 

predict.  

 The dynamic nature of energy data and the constantly developing technologies for 

de-identification and re-identification should each be considered by the Working 

Groups in developing definitions and proper disclosure procedures. 
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 Consultation with technical experts in is necessary at all stages of this proceeding 

to determine: 

o What types of data can be released or should not be released under the 

requirements of the Privacy Rules; 

o What privacy solutions have been shown from experience to adequately or 

inadequately protect customers’ private information; and 

o What feasible solutions can the Commission use to impart sufficiently 

robust protections of customer privacy while still providing useful energy 

data for valuable research purposes.  (See, for example, the suggestions 

under  “Robust Privacy Technology Options” in Appendix A.) 

 

Respectfully submitted this April 1, 2013 at San Francisco, California.  

 

/s/ Jennifer Urban      
 
JENNIFER URBAN, Attorney 
Samuelson Law, Technology & Public Policy Clinic  
University of California, Berkeley School of Law 
396 Simon Hall 
Berkeley, CA 94720-7200  
(510) 642-7338 
Attorney for ELECTRONIC FRONTIER 
FOUNDATION 
 

/s/ Lee Tien             
 
LEE TIEN, Attorney 
Electronic Frontier Foundation 
454 Shotwell Street 
San Francisco, CA 94110 
(415) 436-9333 x102 
Attorney for ELECTRONIC 
FRONTIER FOUNDATION 
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(END OF ATTACHMENT B)


